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I. INTRODUCTİON 

We denote by 𝑤, 𝜒 and Λ denote the classes of all, gai 

and analytic scalar valued single sequences, respectively. 

We denote by 𝑤2  the set of all complex double 

sequences (𝑥𝑚𝑛), where 𝑚, 𝑛 ∈ ℕ, the set of positive 

integers. Then, 𝑤2 is a linear space under the coordinate 

wise addition and scalar multiplication.  

Let (𝑥𝑚𝑛)  be a double sequence of real or complex 

numbers. Then the series ∑∞𝑚,𝑛=1 𝑥𝑚𝑛 is called a double 

series. The double series ∑∞𝑚,𝑛=1 𝑥𝑚𝑛  give one space is 

said to be convergent if the double sequence (𝑆𝑚𝑛)is 

convergent, where 

 

 𝑆𝑚𝑛 = ∑
𝑚,𝑛
𝑖,𝑗=1 𝑥𝑖𝑗(𝑚, 𝑛 = 1,2,3, . . . ) .  

 

A double sequence 𝑥 = (𝑥𝑚𝑛) is said to be double 

analytic if 

 

 𝑠𝑢𝑝𝑚,𝑛|𝑥𝑚𝑛|
1

𝑚+𝑛 < ∞.  

 

The vector space of all double analytic sequences is 

usually denoted by Λ2. A sequence 𝑥 = (𝑥𝑚𝑛) is called 

double entire sequence if 

 

 |𝑥𝑚𝑛|
1

𝑚+𝑛 → 0 as 𝑚, 𝑛 → ∞.  

The vector space of all double entire sequences is usually 

denoted by Γ2.  Let the set of sequences with this 

property be denoted by Λ2  and Γ2  be a metric space 

with the metric  

 𝑑(𝑥, 𝑦) =

𝑠𝑢𝑝𝑚,𝑛 {|𝑥𝑚𝑛 − 𝑦𝑚𝑛|
1

𝑚+𝑛: 𝑚, 𝑛: 1,2,3, . . . }, (1.1) 

for all    𝑥 = {𝑥𝑚𝑛}and𝑦 = {𝑦𝑚𝑛}𝑖𝑛    Γ
2. Let 𝜙 denote 

the set of all finite sequences;  

Consider a double sequence 𝑥 = (𝑥𝑚𝑛). The (𝑚, 𝑛)𝑡ℎ 

section 𝑥[𝑚,𝑛]  of the sequence is defined by 𝑥[𝑚,𝑛] =
∑
𝑖,𝑗=0
𝑚,𝑛

𝑥𝑖𝑗𝛿𝑖𝑗 for all 𝑚, 𝑛 ∈ ℕ, 

 

 𝛿𝑚𝑛 =

(

 
 
 
 
 

0 0 . . .0 0 . . .
0 0 . . .0 0 . . .
.
.
.
0 0 . . .1 0 . . .
0 0 . . .0 0 . . .

)

 
 
 
 
 

  

 

with 1 in the (𝑚, 𝑛)𝑡ℎ  position and zero 

otherwise.  

 

A double sequence 𝑥 = (𝑥𝑚𝑛)  is called double gai 

sequence if ((𝑚 + 𝑛)! |𝑥𝑚𝑛|)
1

𝑚+𝑛 → 0  as 𝑚, 𝑛 → ∞. 
The double gai sequences will be denoted by 𝜒2. 

II. DEFİNİTİONS AND PRELİMİNARİES 

A double sequence 𝑥 = (𝑥𝑚𝑛) has limit 0 (denoted by 

𝑃 − 𝑙𝑖𝑚𝑥 = 0)  

(i.e) ((𝑚 + 𝑛)! |𝑥𝑚𝑛|)
1/𝑚+𝑛

→ 0  as 𝑚, 𝑛 →

∞.  We shall write more briefly as 𝑃 −
𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑡    𝑡𝑜    0.  

An Orlicz function is a function 𝑀: [0,∞) →
[0,∞) which is continuous, non-decreasing and convex 
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with 𝑀(0) = 0,    𝑀(𝑥) > 0,  for 𝑥 > 0  and 𝑀(𝑥) →
∞  as 𝑥 → ∞.  If convexity of Orlicz function 𝑀  is 

replaced by 𝑀(𝑥 + 𝑦) ≤ 𝑀(𝑥) + 𝑀(𝑦),  then this 

function is called modulus function. An Orlicz function 

𝑀 is said to satisfy Δ2 − condition for all values 𝑢, if 

there exists 𝐾 > 0 such that 𝑀(2𝑢) ≤ 𝐾𝑀(𝑢), 𝑢 ≥ 0. 
 

2.1  Lemma 

 

Let 𝑀  be an Orlicz functions which satisfies Δ2 − 

condition and let 0 < 𝛿 < 1. Then for each 𝑡 ≥ 𝛿, we 

have 𝑀(𝑡) < 𝐾𝛿−1𝑀(2) for some constant 𝐾 > 0. 
The concept of Orlicz sequence spaces was investigate 

by many authors, for some examples can be found at [ 

31,32,33,34,35,36]. 

A double sequence 𝑀 = (𝑀𝑚𝑛)  of Orlicz function is 

called a Musielak-Orlicz function [see [29,30]]. A 

double sequence 𝑔 = (𝑔𝑚𝑛) defined by 

 

 𝑔𝑚𝑛(𝑣) = 𝑠𝑢𝑝{|𝑣|𝑢 − (𝑀𝑚𝑛)(𝑢): 𝑢 ≥ 0},𝑚, 𝑛 =
1,2,⋯  

 

is called the complementary functions of a 

sequence of Musielak-Orlicz 𝑀. For a given sequence of 

Musielak-Orlicz functions 𝑀,  the Musielak-Orlicz 

sequence space 𝑡𝑀 is defined as follows 

 

 𝑡𝑀 = {𝑥 ∈ 𝑤
2: 𝐼𝑀(|𝑥𝑚𝑛|)

1/𝑚+𝑛 → 0    𝑎𝑠    𝑚, 𝑛 → ∞},  

 

where 𝐼𝑀 is a convex modular defined by 

 

 𝐼𝑀(𝑥) = ∑
∞
𝑚=1 ∑

∞
𝑛=1 𝑀𝑚𝑛(|𝑥𝑚𝑛|)

1/𝑚+𝑛 .  

 

2.2  Definition 

 

A double sequence 𝑥 = (𝑥𝑚𝑛) of real numbers is called 

almost 𝑃 − convergent to a limit 0 if 

 

 𝑃 − 𝑙𝑖𝑚𝑝,𝑞→∞𝑠𝑢𝑝𝑟,𝑠≥0
1

𝑝𝑞
∑𝑟+𝑝−1𝑚=𝑟 ∑𝑠+𝑞−1𝑛=𝑠 ((𝑚 +

𝑛)! |𝑥𝑚𝑛|)
1/𝑚+𝑛

= 0.  

 

that is, the average value of (𝑥𝑚𝑛)  taken over any 

rectangle  
{(𝑚, 𝑛): 𝑟 ≤ 𝑚 ≤ 𝑟 + 𝑝 − 1, 𝑠 ≤ 𝑛 ≤ 𝑠 + 𝑞 −

1}  tends to 0 as both 𝑝  and 𝑞  to ∞,  and this 𝑃 − 

convergence is uniform in 𝑟 and 𝑠. Let denote the set of 

sequences with this property as [𝜒2̂]. 
 

2.3  Definition 

 

Let 𝜆 = (𝜆𝑚)  and 𝜇 = (𝜇𝑛)  be two non-decreasing 

sequences of positive real numbers such that each 

tending to ∞ and  

𝜆𝑚+1 ≤ 𝜆𝑚 + 1, 𝜆1 = 1,    𝜇𝑛+1 ≤ 𝜇𝑛 +

1, 𝜇1 = 1.  

 Let 𝐼𝑚 = [𝑚 − 𝜆𝑚 + 1,𝑚]  and 𝐼𝑛 = [𝑛 −
𝜇𝑛 + 1, 𝑛].  

 For any set 𝐾 ⊆ ℕ × ℕ, the number  

𝛿𝜆,𝜇(𝐾) = 𝑙𝑖𝑚𝑚,𝑛→∞
1

𝜆𝑚𝜇𝑛
|{(𝑖, 𝑗): 𝑖 ∈ 𝐼𝑚 , 𝑗 ∈

𝐼𝑛 , (𝑖, 𝑗) ∈ 𝐾}|, is called the (𝜆, 𝜇) − density of the set 

𝐾 provided the limit exists. 

 

2.4  Definition 

 

A double sequence 𝑥 = (𝑥𝑚𝑛) of numbers is said to be 

(𝜆, 𝜇) − statistical convergent to a number 𝜉 provided 

that for each 𝜀 > 0,  

𝑙𝑖𝑚𝑚,𝑛→∞
1

𝜆𝑚𝜇𝑛
|{(𝑖, 𝑗): 𝑖 ∈ 𝐼𝑚 , 𝑗 ∈ 𝐼𝑛 , |𝑥𝑚𝑛 −

𝜉| ≥ 𝜀}| = 0,  

that is, the set 𝐾(𝜀) =
1

𝜆𝑚𝜇𝑛
|{(𝑖, 𝑗): 𝑖 ∈ 𝐼𝑚 , 𝑗 ∈

𝐼𝑛 , |𝑥𝑚𝑛 − 𝜉| ≥ 𝜀}|  has (𝜆, 𝜇) −  density zero. In this 

case the number 𝜉 is called the (𝜆, 𝜇) − statistical limit 

of the sequence 𝑥 = (𝑥𝑚𝑛)  and we write 

𝑆𝑡(𝜆,𝜇)𝑙𝑖𝑚𝑚,𝑛→∞𝑥𝑚𝑛 = 𝜉. 

 

2.5  Definition 

 

Let 𝑀  be an Orlicz function and 𝑃 = (𝑝𝑚𝑛)  be any 

factorable double sequence of strictly positive real 

numbers, we define the following sequence space: 

𝜒𝑀
2 [𝐴𝐶𝜆𝜇 , 𝑃] = {𝑃 −

𝑙𝑖𝑚𝑚,𝑛
1

𝜆𝑚𝜇𝑛
∑𝑚∈𝐼𝑟,𝑠 ∑𝑛∈𝐼𝑟,𝑠 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

= 0, },  uniformly in 𝑟  and 

𝑠.  

 We shall denote 𝜒𝑀
2 [𝐴𝐶𝜆𝑚𝜇𝑛 , 𝑃]  as 

𝜒2[𝐴𝐶𝜆𝑚𝜇𝑛] respectively when 𝑝𝑚𝑛 = 1 for all 𝑚 and 

𝑛.  If 𝑥  is in 𝜒2[𝐴𝐶𝜆𝑚𝜇𝑛 , 𝑃],  we shall say that 𝑥  is 

almost (𝜆𝑚𝜇𝑛)  in 𝜒2  strongly 𝑃 − convergent with 

respect to the Orlicz function 𝑀. Also note if 𝑀(𝑥) =

𝑥, 𝑝𝑚𝑛 = 1 for all 𝑚, 𝑛  and 𝑘  then 𝜒𝑀
2 [𝐴𝐶𝜆𝑚𝜇𝑛 , 𝑃] =

𝜒2[𝐴𝐶𝜆𝑚𝜇𝑛 , 𝑃],  which are defined as follows: 

𝜒2[𝐴𝐶𝜆𝑚𝜇𝑛 , 𝑃] = {𝑃 −

𝑙𝑖𝑚𝑚,𝑛
1

𝜆𝑚𝜇𝑛
∑𝑚∈𝐼𝑟,𝑠 ∑𝑛∈𝐼𝑟,𝑠 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

] = 0, }, uniformly in 𝑟 and 𝑠.  

 Again note if 𝑝𝑚𝑛 = 1 for all 𝑚 and 𝑛 then 

𝜒𝑀
2 [𝐴𝐶𝜆𝑚𝜇𝑛 , 𝑃] = 𝜒𝑀

2 [𝐴𝐶𝜆𝑚𝜇𝑛].  We define 

𝜒𝑀
2 [𝐴𝐶𝜆𝑚𝜇𝑛 , 𝑃] = {𝑃 −

𝑙𝑖𝑚𝑚,𝑛
1

𝜆𝑚𝜇𝑛
∑𝑚∈𝐼𝑟,𝑠 ∑𝑛∈𝐼𝑟,𝑠 [𝑀 ((𝑚 +
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𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

= 0, },  uniformly in 𝑟  and 

𝑠. 
 

2.6  Definition 

 

Let 𝑀  be an Orlicz function and 𝑃 = (𝑝𝑚𝑛) 
be any factorable double sequence of strictly positive real 

numbers, we define the following sequence space: 

𝜒𝑀
2 [𝑃] = {𝑃 − 𝑙𝑖𝑚𝑝,𝑞→∞

1

𝑝𝑞
∑𝑝𝑚=1 ∑

𝑞
𝑛=1 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

= 0}, uniformly in 𝑟 and 𝑠.  

If we take 𝑀(𝑥) = 𝑥, 𝑝𝑚𝑛 = 1 for all 𝑚 and 

𝑛 then 𝜒𝑀
2 [𝑃] = 𝜒2. 
 

2.7  Definition 

 

The double number sequence 𝑥  is 𝑆𝜆𝑚𝜇𝑛
̂ −𝑃 − 

convergent to 0 then  

𝑃 − 𝑙𝑖𝑚𝑚,𝑛
1

𝜆𝑚𝜇𝑛
𝑚𝑎𝑥𝑟,𝑠 |{(𝑚, 𝑛) ∈

𝐼𝑟,𝑠: 𝑀 ((𝑚 + 𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠 − 0|)
1/𝑚+𝑛

}| = 0.  

In this case we write 𝑆𝜆𝑚𝜇𝑛
̂ −𝑙𝑖𝑚(𝑀(𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠 − 0|)
1/𝑚+𝑛

= 0. 
 

III. THE DOUBLE ALMOST (𝝀𝒎𝝁𝒏) İN 𝝌𝟐 İN 

RİESZ SPACE 

Let 𝑛 ∈ ℕ and 𝑑𝑝 on 𝑋, a real vector space of 

dimension 𝑚 and 𝑑𝑝  applied to (𝑥1, ⋯ , 𝑥𝑛) with 𝑛 ≤

𝑚.  A real valued function 𝑑𝑝(𝑥1, … , 𝑥𝑛) =∥

(𝑑1(𝑥1, 0), … , 𝑑𝑛(𝑥𝑛 , 0)) ∥𝑝  on 𝑋  satisfying the 

following four conditions:  

(i) ∥ (𝑑𝑝(𝑥1, 0), … , 𝑑𝑝(𝑥𝑛 , 0)) ∥𝑝= 0  if and 

and only if 𝑑𝑝(𝑥1, 0), … , 𝑑𝑝(𝑥𝑛 , 0)  are linearly 

dependent,  

(ii) ∥ (𝑑𝑝(𝑥1, 0), … , 𝑑𝑝(𝑥𝑛 , 0)) ∥𝑝  is invariant 

under permutation,  

(iii) ∥ (𝛼𝑑𝑝(𝑥1, 0), … , 𝛼𝑑𝑝(𝑥𝑛 , 0)) ∥𝑝= |𝛼| ∥

(𝑑𝑝(𝑥1, 0), … , 𝑑𝑝(𝑥𝑛 , 0)) ∥𝑝, 𝛼 ∈ ℝ  

(iv) 𝑑𝑝((𝑥1, 𝑦1), (𝑥2, 𝑦2)⋯ (𝑥𝑛 , 𝑦𝑛)) =

(𝑑𝑝(𝑥1, 𝑥2, ⋯ 𝑥𝑛)
𝑝 + 𝑑𝑝(𝑦1, 𝑦2, ⋯ 𝑦𝑛)

𝑝)
1/𝑝
𝑓𝑜𝑟1 ≤ 𝑝 <

∞; (or)  

(v) 𝑑((𝑥1, 𝑦1), (𝑥2, 𝑦2),⋯ (𝑥𝑛 , 𝑦𝑛)): =

sup{𝑑𝑝(𝑥1, 𝑥2, ⋯ 𝑥𝑛), 𝑑𝑝(𝑦1, 𝑦2, ⋯ 𝑦𝑛)}, 

 for 𝑥1, 𝑥2, ⋯ 𝑥𝑛 ∈ 𝑋, 𝑦1, 𝑦2, ⋯ 𝑦𝑛 ∈ 𝑌  is 

called the 𝑝 product metric of the Cartesian product of 

𝑛 metric spaces is the 𝑝 norm of the 𝑛-vector of the 

norms of the 𝑛 subspaces.  

 A trivial example of 𝑝  product metric of 𝑛 

metric space is the 𝑝 norm space is 𝑋 = ℝ equipped 

with the following Euclidean metric in the product space 

is the 𝑝 norm: 

 

 ∥ (𝑑𝑝(𝑥1, 0), … , 𝑑𝑝(𝑥𝑛 , 0)) ∥𝐸=

𝑠𝑢𝑝(|𝑑𝑒𝑡(𝑑𝑝(𝑥𝑚𝑛 , 0))|) =

𝑠𝑢𝑝

(

 
 
 
 

|

|

𝑑𝑝(𝑥11, 0) 𝑑𝑝(𝑥12, 0) . . . 𝑑𝑝(𝑥1𝑛 , 0)

𝑑𝑝(𝑥21, 0) 𝑑𝑝(𝑥22, 0) . . . 𝑑𝑝(𝑥1𝑛 , 0)

.

.

.
𝑑𝑝(𝑥𝑛1, 0) 𝑑𝑝(𝑥𝑛2, 0) . . . 𝑑𝑝(𝑥𝑛𝑛 , 0)

|

|

)

 
 
 
 

  

 

where 𝑥𝑖 = (𝑥𝑖1, ⋯ 𝑥𝑖𝑛) ∈ ℝ
𝑛 for each 𝑖 = 1,2,⋯𝑛.  

If every Cauchy sequence in 𝑋  converges to 

some 𝐿 ∈ 𝑋, then 𝑋 is said to be complete with respect 

to the 𝑝 − metric. Any complete 𝑝 − metric space is 

said to be 𝑝 − Banach metric space. 

 

3.1  Definition 

 

Let 𝐿  be a real vector space and let ≤ be a 

partial order on this space. 𝐿 is said to be an ordered 

vector space if it satisfies the following properties :  

(i) If 𝑥, 𝑦 ∈ 𝐿 and 𝑦 ≤ 𝑥, then 𝑦 + 𝑧 ≤ 𝑥 + 𝑧 

for each 𝑧 ∈ 𝐿.  

(ii) If 𝑥, 𝑦 ∈ 𝐿  and 𝑦 ≤ 𝑥,  then 𝜆𝑦 ≤ 𝜆𝑥  for 

each 𝜆 ≥ 0.  

If in addition 𝐿 is a lattice with respect to the 

partial ordering, then 𝐿 is said to be Riesz space.  

A subset 𝑆  of a Riesz space 𝑋  is said to be 

solid if 𝑦 ∈ 𝑆 and |𝑥| ≤ |𝑦| implies 𝑥 ∈ 𝑆.  

A linear topology 𝜏 on a Riesz space 𝑋 is said 

to be locally solid if 𝜏 has a base at zero consisting of 

solid sets. 

 

3.2  Definition 

 

Let 

𝜒𝑀
2𝜏 [𝐴𝐶𝜆𝜇 , 𝑃, ‖(𝑑𝑝(𝑥1, 0), 𝑑𝑝(𝑥2, 0),⋯ , 𝑑𝑝(𝑥𝑛−1, 0))‖

𝑝
]

 be a Riesz space of Musielak-Orlicz functions. A 

sequence (𝑥𝑚𝑛) of points in 𝜒2  is said to be 𝑆(𝜏) − 

convergent to an element 0 of 𝜒2  if for each 𝜏 − 

neighbourhood 𝑉 of zero, 

 

 𝛿 ({𝑚, 𝑛 ∈ ℕ:𝑀𝑚𝑛 (((𝑚 + 𝑛)! |𝑥𝑚𝑛|)
1/𝑚+𝑛

) ∉

𝑉}) = 0  

 

that is , (𝑃 −

𝑙𝑖𝑚𝑚,𝑛,𝑟,𝑠
1

𝜆𝑚𝜇𝑛
{∑𝑚∈𝐼𝑟,𝑠 ∑𝑛∈𝐼𝑟,𝑠 [𝑀 ((𝑚 +
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𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

∉ 𝑉}) = 0,  uniformly with 

respect to 𝑟 and 𝑠.  

In this case we write  

𝑆(𝜏) − (𝑃 −

𝑙𝑖𝑚𝑚,𝑛,𝑟,𝑠
1

𝜆𝑚𝜇𝑛
{∑𝑚∈𝐼𝑟,𝑠 ∑𝑛∈𝐼𝑟,𝑠 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

∉ 𝑉}) = 0,  uniformly with 

respect to 𝑟 and 𝑠. 
 

3.3  Definition 

 

Let 

𝜒𝑀
2𝜏 [𝐴𝐶𝜆𝜇 , 𝑃, ‖(𝑑𝑝(𝑥1, 0), 𝑑𝑝(𝑥2, 0),⋯ , 𝑑𝑝(𝑥𝑛−1, 0))‖

𝑝
]

 be a Riesz space of Musielak-Orlicz functions. A 

sequence (𝑥𝑚𝑛) of points in 𝜒2 is said to be (𝜆𝑚𝜇𝑛) − 

sequence convergent to an element 0 of 𝜒2 if for each 

𝜏 − neighbourhood 𝑉 of zero, 

 

 𝛿 ({𝑚, 𝑛 ∈ ℕ:𝑀𝑚𝑛 (((𝑚 + 𝑛)! |𝑥𝑚𝑛|)
1/𝑚+𝑛

) ∉

𝑉}) = 0  

 

that is, (𝑃 −

𝑙𝑖𝑚𝑚,𝑛,𝑟,𝑠
1

𝜆𝑚𝜇𝑛

1

𝑣𝑟𝑣𝑠
{∑𝑚∈𝐼𝑟,𝑠 ∑𝑛∈𝐼𝑟,𝑠 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

∉ 𝑉}) = 0.  

In this case we write  

𝐴𝐿𝜆𝜇(𝜏) − (𝑃 −

𝑙𝑖𝑚𝑚,𝑛,𝑟,𝑠
1

𝜆𝑚𝜇𝑛

1

𝑣𝑟𝑣𝑠
{∑𝑚∈𝐼𝑟,𝑠 ∑𝑛∈𝐼𝑟,𝑠 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

∉ 𝑉}) = 0.  

Where 𝐴𝐿𝜆𝜇(𝜏) represents is a double almost 

(𝜆𝜇) strongly summable in 𝜒2 −Riesz space defined by 

a Musielak-Orlicz functions. 

 

3.4  Definition 

 

Let 

𝜒𝑀
2𝜏 [𝐴𝐶𝜆𝜇 , 𝑃, ‖(𝑑𝑝(𝑥1, 0), 𝑑𝑝(𝑥2, 0),⋯ , 𝑑𝑝(𝑥𝑛−1, 0))‖

𝑝
]

 be a Riesz space of Musielak-Orlicz functions. A 

sequence (𝑥𝑚𝑛) of points in 𝜒2 is said to be Ces𝑎′ro 

strongly summable almost (𝜆𝜇) − sequence convergent 

to an element 0 of 𝜒2 if for each 𝜏 − neighbourhood 𝑉 

of zero, 

 

 𝛿 ({𝑚, 𝑛 ∈ ℕ:𝑀𝑚𝑛 (((𝑚 + 𝑛)! |𝑥𝑚𝑛|)
1/𝑚+𝑛

) ∉

𝑉}) = 0  

 

that is, (𝑃 − 𝑙𝑖𝑚𝑚,𝑛,𝑟,𝑠
1

𝜆𝑚𝜇𝑛

1

𝑝𝑞
{∑

𝑝
𝑚 ∑

𝑞
𝑛 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

∉ 𝑉}) = 0.  

In this case we write  

𝜎𝜆𝑚𝜇𝑛(𝜏) − (𝑃 −

𝑙𝑖𝑚𝑝,𝑞,𝑚,𝑛,𝑟,𝑠
1

𝜆𝑚𝜇𝑛

1

𝑝𝑞
{∑

𝑝
𝑚=1 ∑

𝑞
𝑛=1 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

∉ 𝑉}) = 0.  

Where 𝜎𝜆𝜇(𝜏) represents is a double Ces𝑎′ro 

strongly summable almost (𝜆𝜇)  sequence of 𝜒2 − 

Riesz space defined by a Musielak-Orlicz functions. 

 

3.5  Definition 

 

Let 

𝜒𝑀
2𝜏 [𝐴𝐶𝜆𝜇 , 𝑃, ‖(𝑑𝑝(𝑥1, 0), 𝑑𝑝(𝑥2, 0),⋯ , 𝑑𝑝(𝑥𝑛−1, 0))‖

𝑝
]

 be a Riesz space of Musielak-Orlicz functions. A 

sequence (𝑥𝑚𝑛) of points in 𝜒2  is said to be 𝑆(𝜏) − 

statistically convergent to an element 0 of 𝜒2 if for each 

𝜏 − neighbourhood 𝑉 of zero, 

 

 𝛿 ({𝑚, 𝑛 ∈ ℕ:𝑀𝑚𝑛 (((𝑚 + 𝑛)! |𝑥𝑚𝑛|)
1/𝑚+𝑛

) ∉

𝑉}) = 0  

 

that is, (𝑃 −

𝑙𝑖𝑚𝑝,𝑞,𝑚,𝑛,𝑟,𝑠
1

𝜆𝑚𝜇𝑛

1

𝑝𝑞
    𝑐𝑎𝑟𝑑 {(𝑚, 𝑛):𝑚 ≤ 𝑝, 𝑛 ≤

𝑞    𝑎𝑛𝑑    [𝑀 ((𝑚 + 𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

≥ 𝜀 ∉

𝑉,    𝑓𝑜𝑟    𝑒𝑎𝑐ℎ    𝜀 > 0}) = 0.  

In this case we write  
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𝑆(𝜏) − (𝑃 − 𝑙𝑖𝑚𝑝,𝑞,𝑚,𝑛,𝑟,𝑠
1

𝜆𝑚𝜇𝑛

1

𝑝𝑞
    𝑐𝑎𝑟𝑑 {(𝑚, 𝑛):𝑚

≤ 𝑝, 𝑛

≤ 𝑞    𝑎𝑛𝑑    [𝑀 ((𝑚

+ 𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

≥ 𝜀

∉ 𝑉,    𝑓𝑜𝑟    𝑒𝑎𝑐ℎ    𝜀 > 0}) = 0. 

 

3.6  Definition 

 

Let 

𝜒𝑀
2𝜏 [𝐴𝐶𝜆𝜇 , 𝑃, ‖(𝑑𝑝(𝑥1, 0), 𝑑𝑝(𝑥2, 0),⋯ , 𝑑𝑝(𝑥𝑛−1, 0))‖

𝑝
]

 be a Riesz space of Musielak-Orlicz functions. A 

sequence (𝑥𝑚𝑛)  of points in 𝜒2  is said to be 

𝑆𝜆𝑚𝜇𝑛(𝜏) − almost (𝜆𝜇) statistically convergent to an 

element 0 of 𝜒2  if for each 𝜏 − neighbourhood 𝑉  of 

zero, 

 

 𝛿 ({𝑚, 𝑛 ∈ ℕ:𝑀𝑚𝑛 (((𝑚 + 𝑛)! |𝑥𝑚𝑛|)
1/𝑚+𝑛

) ∉

𝑉}) = 0  

 

that is, (𝑃 − 𝑙𝑖𝑚𝑚,𝑛,𝑟,𝑠
1

𝜆𝑚𝜇𝑛

1

𝑣𝑟𝑣𝑠
    𝑐𝑎𝑟𝑑 {(𝑚, 𝑛) ∈

𝐼𝑟𝑠    𝑎𝑛𝑑    [𝑀 ((𝑚 + 𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

≥ 𝜀 ∉

𝑉,    𝑓𝑜𝑟    𝑒𝑎𝑐ℎ    𝜀 > 0}) = 0.  

In this case we write  

𝑆𝜆𝑚𝜇𝑛(𝜏) − (𝑃 −

𝑙𝑖𝑚𝑚,𝑛,𝑟,𝑠
1

𝜆𝑚𝜇𝑛

1

𝑣𝑟𝑣𝑠
    𝑐𝑎𝑟𝑑 {(𝑚, 𝑛) ∈

𝐼𝑟𝑠    𝑎𝑛𝑑    [𝑀 ((𝑚 + 𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

≥ 𝜀 ∉

𝑉,    𝑓𝑜𝑟    𝑒𝑎𝑐ℎ    𝜀 > 0}) = 0.  

A double sequence 𝜆𝑚𝜇𝑛 = (𝛼𝑟 , 𝛽𝑠) is said to 

be double almost if there exists sequence (𝛼𝑟) and (𝛽𝑠) 
of non-negative integers such that 

 

 𝑣𝑟 = 𝛼𝑟 − 𝛼𝑟−1 → ∞ as 𝑟 → ∞, 𝛼0 = 0  

𝑣𝑠 = 𝛽𝑠 − 𝛽𝑠−1 → ∞ as 𝑠 → ∞, 𝛽0 = 0  

 

Let 𝑣𝑟𝑠 = 𝑣𝑟𝑣𝑠, 𝜆𝑚𝜇𝑛  is obtain by 𝐼𝑟𝑠 =
{(𝑥, 𝑦): 𝛼𝑟−1 < 𝑥 ≤ 𝛼𝑟    𝑎𝑛𝑑    𝛽𝑠−1 < 𝑦 ≤ 𝛽𝑠} 

 

IV. MAİN RESULTS 

4.1  Theorem 

 

Let (𝜆𝑚𝜇𝑛) be a double almost Riesz sequence 

space and 𝑀  be a Musielak-Orlicz functions. Then if 

double almost (𝜆𝑚𝜇𝑛) convergence in 𝜒2  is strongly 

summable then it is almost (𝜆𝑚𝜇𝑛)  statistically 

convergent.  

Proof:  Suppose 𝜒2 is double almost (𝜆𝑚𝜇𝑛) 
convergence in Riesz space of Musielak-Orlicz functions 

is strongly summable. Then,  

(𝑙𝑖𝑚𝑚,𝑛
1

𝜆𝑚𝜇𝑛
{∑𝑚∈𝐼𝑟,𝑠 ∑𝑛∈𝐼𝑟,𝑠 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

∉ 𝑉}) = 0. Now the results 

follows from the following inequality  

∑𝑚∈𝐼𝑟,𝑠 ∑𝑛∈𝐼𝑟,𝑠 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

≥ 𝜀𝑐𝑎𝑟𝑑 {(𝑚, 𝑛) ∈

𝐼𝑟𝑠: [𝑀 ((𝑚 + 𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

≥ 𝜀}.  

Remark: The converse of the above theorem is 

not true. For it, we consider the following example.  

Let 𝜆𝑚𝜇𝑛 = (2
𝑚, 2𝑛);𝑚, 𝑛 = 1,2,3,⋯.  Then 

𝑆(𝜏) = 𝜎𝜆𝑚𝜇𝑛(𝜏). Consider the sequence 𝑥 = (𝑥𝑚𝑛) as 

follows:  

If 𝑠 = 𝑖2, 𝑖 ∈ ℕ then, 

 

 ((𝑚 + 𝑛)! 𝑥𝑚+𝑟,𝑛+𝑠(𝑡)) =

(

 
 
[1 +

𝑡

√𝑠
]
1/𝑚+𝑛

,  𝑖𝑓   − √𝑠 ≤ 𝑡 ≤ 0

[1 −
𝑡

√𝑠
]
1/𝑚+𝑛

,  𝑖𝑓   0 ≤ 𝑡 ≤ √𝑠

0,  𝑖𝑓   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

 

If 𝑠 ≠ 𝑖2 then, ((𝑚 + 𝑛)! 𝑥𝑚+𝑟,𝑛+𝑠(𝑡)) = 0.  

The sequence 𝑥 = (𝑥𝑚𝑛)  is almost (𝜆𝑚𝜇𝑛) 
statistically convergent to 0. But  

(𝑙𝑖𝑚𝑝,𝑞,𝑚,𝑛,𝑟,𝑠
1

𝜆𝑚𝜇𝑛

1

𝑝𝑞
{∑

𝑝

𝑚=1
∑

𝑞

𝑛=1
[𝑀 ((𝑚

+ 𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

})

→     1    𝑎𝑠    𝑝, 𝑞 → ∞. 
 

4.2  Theorem 

 

Let (𝜆𝑚𝜇𝑛) be a double almost Riesz sequence 

space and 𝑀  be a Musielak-Orlicz functions. Then if 

double almost (𝜆𝑚𝜇𝑛)  convergence in 𝜒2  is 

statistically convergent, then it is almost (𝜆𝑚𝜇𝑛) 
Ces𝑎′ro strongly.  

Proof: Suppose 𝑥 = (𝑥𝑚𝑛)  is bounded and 

statistically convergent to 0, we can find a number 𝑁 
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such that [𝑀(|𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

] ≤
𝑁

(𝑚+𝑛)! 
1/𝑚+𝑛  for all 

𝑚, 𝑛 ∈ ℕ.  

Since 𝑥 = (𝑥𝑚𝑛) is statistically convergent to 

0, for each 𝜀 > 0 such that  

(𝑙𝑖𝑚𝑝,𝑞,𝑚,𝑛,𝑟,𝑠
1

𝜆𝑚𝜇𝑛

1

𝑝𝑞
    𝑐𝑎𝑟𝑑 {(𝑚, 𝑛):𝑚 ≤

𝑝, 𝑛 ≤ 𝑞    𝑎𝑛𝑑    [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

≥ 𝜀}) = 0.  

 Therefore 

(
1

𝜆𝑚𝜇𝑛

1

𝑝𝑞
{∑1≤𝑚≤𝑝 ∑1≤𝑛≤𝑞 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

}) ≤

(
1

𝜆𝑚𝜇𝑛

𝑁

𝑝𝑞
    𝑐𝑎𝑟𝑑 {(𝑚, 𝑛):𝑚 ≤ 𝑝, 𝑛 ≤

𝑞    𝑎𝑛𝑑    [𝑀 ((𝑚 + 𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|)
1/𝑚+𝑛

]
𝑝𝑚𝑛

≥

𝜀}) + 𝜀. 

 

4.3  Theorem 

 

Let (𝜆𝑚𝜇𝑛) be a double almost Riesz sequence 

space and 𝑀  be a Musielak-Orlicz functions. Then if 

double almost (𝜆𝑚𝜇𝑛) convergence in 𝜒2  is bounded 

and statistically convergent, then it is almost (𝜆𝑚𝜇𝑛) 
strongly.  

Proof: Proof follows by similar arguments as 

applied to prove above theorem. 

 

4.4  Theorem 

 

Let (𝜆𝑚𝜇𝑛) be a double almost Riesz sequence 

space and 𝑀  be a Musielak-Orlicz functions. Then if 

double almost (𝜆𝑚𝜇𝑛) convergence in 𝜒2  is bounded 

then it is almost (𝜆𝑚𝜇𝑛) statistically convergent if and 

only if strongly.  

Proof: Proof follows by combining Theorem 

4.1 and Theorem 4.3. 

 

4.5  Theorem 

 

𝐴𝐿𝜆𝜇(𝜏) is a complete metric under the metric 

𝑔 is defined by  

𝑔(𝑥, 0) =

𝑠𝑢𝑝𝑟,𝑠 (
1

𝜆𝑚𝜇𝑛

1

𝑣𝑟𝑣𝑠
{∑𝑚∈𝐼𝑟,𝑠 ∑𝑛∈𝐼𝑟,𝑠 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|, 0)
1/𝑚+𝑛

]
𝑝𝑚𝑛

})  

Proof: It is easy to see that 𝐴𝐿𝜆𝜇(𝜏) is a metric. 

To Prove completeness, let 𝑥𝑖 be a Cauchy sequence in 

𝐴𝐿𝜆𝜇(𝜏), where 𝑥𝑖 = (𝑥𝑚𝑛
𝑖 ) for each 𝑖 ∈ ℕ. Therefore 

for each 𝜀 > 0, there exist a positive integer 𝑛0  such 

that  

𝑔(𝑥𝑖 , 0) =

𝑠𝑢𝑝𝑟,𝑠 (
1

𝜆𝑚𝜇𝑛

1

𝑣𝑟𝑣𝑠
{∑𝑚∈𝐼𝑟,𝑠 ∑𝑛∈𝐼𝑟,𝑠 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|, 0)
1/𝑚+𝑛

]
𝑝𝑚𝑛

}) < 𝜀 for all 𝑖 ≥ 𝑛0.  

It follows that  

1

𝜆𝑚𝜇𝑛

1

𝑣𝑟𝑣𝑠
{∑𝑚∈𝐼𝑟,𝑠 ∑𝑛∈𝐼𝑟,𝑠 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|, 0)
1/𝑚+𝑛

]
𝑝𝑚𝑛

} < 𝜀 for all 𝑖 ≥ 𝑛0, for all 

𝑟, 𝑠 ∈ ℕ.  
Hence 

 

 [𝑀 ((𝑚 + 𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|, 0)
1/𝑚+𝑛

]
𝑝𝑚𝑛

< 𝜀  for all 

𝑚, 𝑛 ∈ ℕ.  

 

This implies that (𝑥𝑚𝑛
𝑖 ) is a Cauchy sequence 

in 𝐿(𝑅).  But 𝐿(𝑅)  is complete and so (𝑥𝑚𝑛
𝑖 )  is 

convergent in 𝐿(𝑅).  

Therefore let 𝑙𝑖𝑚𝑖→∞𝑥𝑚𝑛
𝑖 = 𝑥𝑚𝑛 , exists for all 

𝑚, 𝑛 ≥ 1.  

This implies that 𝑔(𝑥𝑖, 0) < 𝜀  for all 𝑖 ≥ 𝑛0. 
This show that 𝑥 = (𝑥𝑚𝑛) ∈ 𝐴𝐿𝜆𝑚𝜇𝑛(𝜏). 

 

4.6  Theorem 

 

𝜎𝜆𝜇(𝜏)  is a complete metric space under the 

metric 𝑔∗  defined by 𝑔∗(𝑥, 0) =

𝑠𝑢𝑝𝑟,𝑠 (
1

𝜆𝑚𝜇𝑛

1

𝑟𝑠
{∑1≤𝑚≤𝑟 ∑1≤𝑛≤𝑠 [𝑀 ((𝑚 +

𝑛)! |𝑥𝑚+𝑟,𝑛+𝑠|, 0)
1/𝑚+𝑛

]
𝑝𝑚𝑛

})  

Proof: The proof of theorem is followed by 

theorem 4.5. In fact 𝜆𝑚𝜇𝑛 = (2
𝑟 , 2𝑠); 𝑟, 𝑠 = 1,2,3,⋯, 

and 𝐴𝐿𝜆𝜇(𝜏) = 𝜎𝜆𝜇(𝜏). 
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