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Abstract. The DNA Microarray Technology has the capability to measure gene expression levels under various 

experimental conditions. It is an important task in Bioinformatics research to identify genes have similar patterns 

or characteristics in microarray or gene expression data analysis. It can be resolved by using clustering algorithms, 

which help in identifying distribution, natural structure and exploring the patterns of the given data. Clustering is 

an important technique in data mining process. It is the process of dividing genes into clusters so that genes within 

a cluster possesses similar features and share a common biological role. It is widely used method for the extraction 

of meaningful data from gene expression data analysis. This paper gives a brief introduction to DNA microarray 

technology and various clustering techniques. This paper also gives the detailed description of various clustering 

algorithms used for extracting meaningful information from gene expression data. 
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I. INTRODUCTION 

Gene expression analysis is very important in bioinfor-

matics research, since any minor change in organism or cell 

effects the gene expression pattern as well. The DNA mi-

croarray technology [1] is an emerging technology and re-

sults high throughput when thousands of gene expression 

are analyzed. The main aim of gene expression data analy-

sis is to identify different levels of gene expression, and 

genes with similar profile [2]. The DNA microarray data 

for gene expression is transformed into matrix form where 

row represent genes and column represent sample or ex-

pression level of gene in a particular sample [3]. Gene clus-

tering is used for extracting meaningful information from 

different expression profiles. For example similar gene ex-

pression profile indicates that corresponding genes are in-

terrelated to each other or they share a common biological 

role. It helps in understanding various gene function, rela-

tionship between genes, cellular processes etc. [1, 4]. Clus-

tering is done for initial data analysis and data mining pro-

cess. Many clustering algorithm were discussed in litera-

ture based on different approaches for extracting meaning-

ful information from cluster or sample of gene expression 

data. 

Microarray technology is used to measure gene expression 

levels. The two main types of microarray experiments are 

the cDNA microarray [6] and oligonucleotide arrays 

[7].They enable to view on the transcription levels of 

genes, under specific processes or conditions [5].It helps in 

understanding gene expression levels in different develop-

ment stages, clinical condition, tissue types, and gene net-

works for disease prediction, diagnosis and medical treat-

ment outcomes.  

Clustering Algorithm is the initial step in gene expres-

sion data study and identifies gene cluster that exhibit sim-

ilar features [8]. The aim is to divide the elements into clus-

ters according to homogenous elements, where elements of 

a cluster kept according to their high and low similarity 

features. The group of elements have high similarity fea-

ture are in one and low in another. 

The rest of the paper is organized as follows: section 2 

describes the challenges of gene expression data. In section 

3 evaluation criteria for clustering algorithm is discussed. 

Various gene based clustering approached are discussed in 

Section 4. Finally we conclude in Section 5.  

II. CHALLENGES OF GENE EXPRESSION DATA 

Gene expression data is analyzed to extract meaningful in-

formation from noisy data. A good clustering algorithm 

should be able to plot graphical representation of the clus-

ters. They possess highly connected and embedded pattern 

.Therefore gene based clustering algorithm is used to effec-

tively handle this. The main aim of biologists and research-

ers to find the relationship among various genes clusters or 

sub clusters. The challenges for the gene expression data 

clustering are [9]: 

 The attributes used for gene clustering.  

 The parameter defined for describing the true cluster or 

cluster structure. 

 The choice of proximity measure used for clustering 

procedure. 

 Gene expression algorithm should be capable of extract-

ing meaningful information out of excessive noisy and 

huge data.  

III. EVALUATION CRITERIA FOR CLUSTERING 

ALGORITHMS 

The gene expression based clustering algorithm must have 

the following properties   [35]:  

 Robustness: It should be robust against huge amount of 

noisy data.  

 Scalability and efficiency: It should be efficient and 

scalable so that it will be to handle large amount of data.  

 Order insensitivity: It should not be dependent upon the 

ordering of input data .It should be independent of data 

order.  
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 Irregular shape: Algorithm should be able to detect ir-

regular non spherical clusters as well as dense set of 

cluster points. 

 Cluster number: The number of clusters or sub clusters 

in the data should be identified by the clustering algo-

rithm only. 

 Parameter estimation: It should be able to identify data 

set parameters. A prerequisite information about the da-

taset should not be asked by the user. 

 Dimensionality: It should be capable of handling high 

dimensional data. 

 Stability: The algorithm should be stable. 

 Incrementability: It should be able to handle incremental 

data set. It should be able to add new element or re-

move old element from old dataset without running the 

complete algorithm again for the new dataset. 

IV. GENE BASED CLUSTERING APPROACHES : 

A REVIEW 

In this section we discuss the various gene based clus-

tering approaches. The aim of gene based clustering is to 

identify group of co-expressed gene. There are many clus-

tering algorithms available for gene expression data analy-

sis. They are broadly classified into: 

Partition based approach 

Partition based approach are broadly divided into centroid 

based and mediod based. In centroid based approach a clus-

ter is represented by using the gravity centre of the in-

stances and mediod based represents cluster by means of 

the instances to the gravity centre.  

K-means algorithm [10] is the common method used for 

clustering gene expression data. It is a typical partition 

based algorithm. It is simple and fast algorithm used for 

large amount of gene expression dataset. Gene expression 

data have an enormous amount of noisy data and it forces 

each gene is to be included in a single cluster which can 

create biologically irrelevant clusters. However, it may be 

found incapable of detecting arbitrary shape clusters. It in-

itially takes number of k known clusters and minimize the 

distance between the centroid of given clusters. It divides 

the dataset into k disjoint subsets. The main disadvantage 

of this algorithm is prior knowledge of number of gene 

cluster for gene expression data is required. 

k-means clustering algorithm is widely used for clustering 

gene expression data because it is simple and easy to use. 

It also perform well when it is compared with new cluster-

ing algorithm. The various application of k means algo-

rithm for clustering gene expression data is also discussed 

in literature [41, 42, 43, 48, 49].  K-modes [35] is an exten-

sion of k means algorithm. It is used to handle categorical 

data. In this algorithm k-means is replaced with k-mode 

and uses frequency basedmethod to update modes. It can 

be used only when numerical data is converted into cate-

gorical data. PAM and CLARA are the two early version 

of k-medoid approach. PAM uses dissimilar values and it-

erative approach for identifying a cluster point called me-

doid. Then non selected group is merged with most similar 

mediod. The efficiency of algorithm is measured by the av-

erage dissimilarity between cluster points and medoid of its 

cluster.  

CLARANS [44] uses a random approach to find mediods 

that represents clusters. It takes maxneighbor and num lo-

cal as input parameter. It select current node as arbitrary 

node and find group of neighbors of the node. It calculates 

the cost differential of the two nodes and identifies the bet-

ter neighbor. The current node is compared with available 

maximum number of nodes and it is declared as maxneigh-

bor and if it also have lowest cost among them then it is 

declared as local minimum. The local minimum cost is 

compared with rest of the lowest cost obtained till now. The 

lower of the two cost is stored as mincost. The algorithm 

starts search again for the local minima until numlocal is 

found.  

Hierarchical clustering 
Hierarchical clustering [14] is extensively used in of 

gene expression data analysis. This type of clustering is di-

vided into two methods, agglomerative (top down) and di-

visive (bottom up).The top down approach uses different 

points as individual clusters and then merges with the clos-

est pair of cluster. The bottom up approach uses inclusive 

cluster and splits cluster until each cluster have a point. It 

should be decided which cluster should be divided. It cre-

ates hierarchical series of nested clusters which are repre-

sented as tree called dendrogram. The leaves of dendro-

gram shows the similarity between the clusters and for-

mation of clusters. UPGMA (Unweighted Pair Group 

Method with Arithmetic Mean) uses agglomerative method 

for the graphical representation of cluster data. DCCA (Di-

visive Correlation Clustering Algorithm) [15] uses Pear-

son’s correlation as the similarity measure. Hierarchical 

clustering approach perform very good results for cluster-

ing gene expression data and it is also discussed in litera-

ture [2, 21, 43, 57, 58]. 

CURE [37] is more robust algorithm .It identifies dis-

similar and non-spherical shapes. Each cluster is generated 

by identifying dispersed points from the cluster represented 

by fixed number of points. Then they shrink towards the 

center of the cluster. It uses random sampling and partition-

ing for handling large amount of data. 

CHAMELEON [38] is a dynamic approach used for 

clustering which identifies similarity between two clusters 

.It uses a graph method to partition the data and uses a 

method which is based upon k-nearest neighbour. It com-

bines the sub clusters and uses agglomerative hierarchical 

clustering algorithm for finding real clusters.  

ROCK [39] also an agglomerative hierarchical cluster-

ing algorithm. It uses links to measure the similarity/prox-

imity between a pair of data points in a cluster. Then it 

merge the data points of a cluster. 

BIRCH [40] (Balanced Iterative and Clustering using 

Hierarchies) is suitable for large database. It is an incre-

mental and dynamic clustering algorithm for input data. It 

results best clustering with available memory and time con-

straints. It uses multi scanning technique, a single scan out-

puts good results which can be maximized by multi scan-

ning. It was the first algorithm which is able to handle 

noise. 

AMOEBA [45] uses Dalaunay diagram to incorporate 

spatial proximity. There is no prior knowledge of dataset 
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and parameters from user are required. Multilevel cluster-

ing is used and it also able to construct a tree graph that 

gives better understanding of hierarchy of clusters. 

Model Based Approaches 
Model based clustering approach [16] give a statistical 

framework for modelling gene expression data. The data 

set is supposed to come from finite distribution where each 

value corresponding to different cluster. The Expectation 

Maximization (EM) algorithm [17] determines good values 

for its parameters iteratively. It is able to handle different 

shapes of cluster, and lots of iteration are required that 

makes this algorithm costly. A signal shape similarity 

method is used to cluster genes in Variational Bayes algo-

rithm18. A Model Based approach gives an approximate 

value that shows data points belong to a specific cluster. It 

results high correlation between two different gene clus-

ters. The literature of the model based clustering ap-

proaches for gene expression data is discussed in [2, 8, 21, 

59].   

Self-Organizing Map (SOM) [11] is easy to implement, 

fast and scalable for large gene expression dataset. It is 

based on a single layered neural network. It is represented 

in a two dimensional m*n grid where data points are taken 

as input and output neuron. Then neurons are represented 

as simple neighborhood structure. A reference number is 

attached with each neuron, and each data point is mapped 

to the nearest reference vector. Each data point is act as 

training sample which leads the movement of reference 

vectors towards the deeper input space so that it will is dis-

tributed to input dataset. Clusters are identified by mapping 

all data points to the output neuron after the completion of 

training process. The Self organizing map clustering algo-

rithm starts with the initialization of the reference vector 

followed by randomly selection of data points. Then near-

est reference vector to the current data point is determined 

and finally reference vector and neighboring reference vec-

tors are updated. SOM is very efficient method used for 

gene expression data clustering and it is also discussed in 

literature [5, 11, 12, 21, 41, 60]. 

AutoClass [47] uses the Bayesian approach and ran-

domly initialize the parameters. It is used to find class de-

scription which predict the data. There is no need to specify 

number of classes by the user. It uses the heterogeneous 

data means both real & discrete valued data. It is also able 

to handle large dataset and missing values. The use of Au-

toClass for gene expression data is discussed in [50].  

Soft Computing Approaches 
Fuzzy clustering [19] algorithm connect each gene to all 

clusters with a real valued index vectors. The indexed vec-

tor states that the membership of a gene with respect to 

other clusters. The values of components lie between 0 and 

1.If a gene value is close to 1 it shows a strong association 

to the cluster. If it is close to 0 it shows weak association 

to the cluster. Fuzzy c-means and Genetic algorithm [20, 

21] are used for gene expression data clustering. The Ge-

netic Algorithm are highly dependent on input parameter. 

FCM uses Euclidean distance and encounter error in iden-

tification of initial partitioning, shapes of all clusters. The 

various application of FCM is discussed in [20, 56]. 

GenClust [52] is a genetic algorithm for gene expression 

clustering. It uses two main features: a) a novel coding for 

search space, b) use of internal data driven validation meth-

ods. It display data in a very simple way. It then finds the 

local optimum value and identify meaningful clusters. 

GenClust works in stages and gives a sequence of partition, 

each have classes until termination condition is reached. It 

assembles the clusters according to cluster number. 

A Genetically Based Clustering Algorithm (GCA) is 

proposed in [55].It works on split and merge technique for 

finding clusters. The complete dataset is divided into large 

number of clusters, then these clusters are merged using 

HCMA (Hierarchical Cluster Merging Algorithm).It uses 

several cycles until k clusters are obtained. This merging 

cluster technique is based on genetic algorithm. 

GA Based Clustering are based upon evolution & natu-

ral genetic which uses random and optimized search tech-

nique. There are several GA based clustering algorithm are 

discussed in literature [53, 54, 55]. 

Incremental Approach  
In [22] an incremental clustering algorithm based on 

DBSCAN is presented. In [25] Incremental Genetic k-

means algorithm is proposed which calculates total objec-

tive value within cluster variation (TWCV) that increments 

to cluster centroid whenever its mutation probability is 

small. HIREL (Hierarchical Incremental Relational Clus-

tering) [23] Algorithm is proposed for clustering interval 

datasets. It restrict to the shape of the derived clusters and 

minimizes the total number of distance computation. The 

whole data is required to scan only once because clusters 

are updated when new data is inserted into it. An incremen-

tal rough Set theory is used for clustering interval datasets 

in [24]. An incremental gene selection algorithm is pro-

posed in [51]. It uses a wrapper based method and works 

on directly ranking system that minimizes search space 

complexity. 

Density Based Approach 

Density based clustering [26] identifies clusters which 

has highly dense areas separated by sparsely dense areas. 

Density based hierarchical clustering method was proposed 

to identify co expressed gene groups [29]. It identifies the 

outliers and embedded clusters in the dataset and internal 

structure of the cluster. However density based clustering 

technique depends on input parameter and have high com-

putational complexity.  

DBSCAN [26] (Density Based Spatial Clustering of Ap-

plication with Noise) was designed to identify the clusters 

and the noise in database. It depends on a density based 

notion of clusters which identifies the arbitrary shape of 

clusters. It requires only one input parameter. An experi-

ment was performed for checking the effectiveness and ef-

ficiency of algorithm using real data of SEQUOIA 2000 

and results shows: a) DBSCAN is better than CLARNS in 

discovering arbitrary shapes. b) DBSCAN perform better 

than CLARNS by a factor of 100 in terms of efficiency. 

Gene Clus Tree [28] identifies clusters over gene ex-

pression data. It used tree based density approach to find 

all clusters over subspaces. It scans complete database in 

minimum time. This technique is not restricted to use prox-

imity measure and effectiveness of this is measured in z-
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score and p-value over real time datasets. The p-value anal-

ysis shows that Gene Clus Tree is capable of identifying 

biological clusters from gene expression data.  

DBCLASD30 (Distribution Based Clustering of 

LAarge Database) algorithm identifies cluster of points be-

longs to spatial point. It is nonparametric in nature and dis-

covers good quality of arbitrary shape clusters. DBCLASD 

assigns a point in cluster without identifying the complete 

cluster or database. It increments initial cluster by its neigh-

boring points until nearest neighbor distance of the result-

ing cluster fits the expected distance. 

OPTICS [31] (Ordering Points To Identify The Cluster-

ing Structure) algorithm creates a augmented ordering of 

the database which represents its density based clustering 

structure. It is very good algorithm for both interactive and 

automatics cluster analysis. It extracts both traditional clus-

tering information (cluster points, arbitrary shapes of clus-

ter) and inherent clustering structure. OPTICS creates or-

dering of a database and stores two values of an object: core 

distance and reachability distance. 

DENCLUE [32] is generalization of hierarchical, parti-

tioning, density based clustering methods. Pre-clustering is 

done by creating a map of the active portion of dataset 

which speeds up the calculation. It identifies the density at-

tractors and their corresponding cluster points. DENCLUE 

identify clusters of arbitrary shape and have good cluster-

ing properties in presence of noise.  

DHC [46] Density based Hierarchical Clustering algo-

rithm effectively handle the time series gene expression 

data. The result is shown in the form of a density tree which 

is able to show embedded cluster in the dataset. All the ob-

jects in a dataset are organized into an attraction tree ac-

cording to their density based connectivity. Then the num-

ber of clusters and dense are identified.  

Graph based Approach 

Graph based approach work with data represented in 

terms of graph. Graphs are built as combination of nodes, 

edges and classified using graph based algorithm. 

CLICK [33] uses graph-theoretic and statistical tech-

nique to identify group of similar elements (kernels) then 

many heuristic measures are applied to expand the kernels 

into clustering. It defines the weight and vertices of an edge 

within the same cluster and then minimum cut in the graph 

is identified. It divide the dataset into a set of connected 

components on the basis of a predefined threshold value. 

CLICK has been tested on different biological datasets like 

gene expression cDNA olino-fingerprinting to protein se-

quence similarity. CLICK is very fast and generates good 

quality cluster over gene expression dataset in terms of 

similarity and separation. CLICK better recognizes the in-

tersecting clusters. It performs well for the gene expression 

data clustering in terms of homogeneity and separation of 

clusters [5, 8, 51]. 

CAST [34] works on the concept of clique graph and 

uses divisive clustering approach. It is an undirected graph 

which is the union of disjoint complete graphs. Therefore 

it is assumed that it has true biological partition of the genes 

into disjoint clusters which are based upon gene function-

ality. The clique graph is composed of clusters (cliques) of 

genes (vertices) whose edges (interconnections) presence 

depends upon their respective similarity measures. Then 

similar gene is kept in same subgraph and genes which are 

not similar to each other not kept in clique. The algorithm 

make one cluster at a time and literature of CAST is dis-

cussed in [5, 8, 34].

Computational Complexity of Clustering Algorithms  

Table 1. Clustering Algorithms computational complexity 

Clustering Algo-

rithm 

Complexity Capable of handling 

high dimensional data 

K-means[10] O(NKd)  (time) 

O(N + K) (space) 

No 

Fuzzy c- means 

[20] 

Near O(N) No 

Hierarchical Clus-

tering [14] 

O(N2)  (time) 

O(N2) (space) 

No 

ROCK [39] O(n3) No 

CHEMLEON [38] O(m2 logm) No 

BIRCH [40] O(N)  (time) Yes 

DBCLASD [30] O(nlogn) No 

DBSCAN [26] O(NlogN)  (time) No 

CURE [37] O(N2
sample logNsample)  (time) 

O(Nsample) (space) 

Yes 

DENCLUE [32] O(NlogN)  (time) Yes 

V. CONCLUSION  

Clustering of gene expression data or biological data is rel-

evant for biologist and researchers. Former one uses an ex-

isting clustering algorithm to solve the biological problem 

whereas later one is in consistent pursuit to improve exist-

ing algorithm thereby efficiently solving the basal biologi-

cal problems. A clustering algorithm depends upon certain 

features like speed, sturdiness to noise and outliers, overa-

bundance, minimum number of input parameter, independ-

ence of object order input. Normally it is beyond the 
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bounds of possibility that all validity measures matches to 

all gene datasets, hence an efficacious choice becomes im-

perative for validity measure. 

An extensive survey of existing clustering algorithm in 

context of rational and systematic pattern establishment in 

gene expression data is done in this review. Organized 

genes indicate co-regulation and show similar functional 

classification. It was discussed that different clustering al-

gorithm require different type of input parameter and their 

results are dependent on values of parameter. Clustering al-

gorithm are dependent to proximity measure chosen. This 

paper strives to proffer analysis of cogency of algorithm 

that belongs to explicit approach in gene expression data 

mining. At the end the advantages and disadvantages of 

different clustering techniques are concluded in table 2.  

Table 2. Advantages and disadvantages of various type of clustering approach. 

Approach Advantage Disadvantage 

Partition Based 

Approach 
 separate clusters in context of data 

mining 

 No of clusters not known apriori. 

 Proximity measure used are not sufficient 

because of high dimensional gene expres-

sion data. 

 Embedded and intersected gene pattern 

are not detectable. 

Hierarchical Clus-

tering 
 Show cluster result very effectively 

 Proximity measure used are suffi-

cient. 

 Capable of handling high dimen-

sional data. 

 Represent intersected clusters pat-

tern in inadequate manner. 

Model Based Ap-

proach 
 More relevant to gene expression 

data. 

 Sensitive to input parameter. 

 Algorithm are expensive. 

 It is required to give number of cluster and 

grid structure as input. 

Soft computing 

Approach 
 Algorithm used are efficient, fast 

and exhibit constant learning and 

pattern detection 

 Local optima problem. 

 Number of clusters should be declared 

first. 

Incremental Ap-

proach 
 Store cluster information regularly.   Algorithm effectiveness depends upon 

proximity measure and differing density. 

Density Based Ap-

proach 
 Able to handle two dimensional 

data with uniform density distribu-

tion. 

 Capable of handling high dimen-

sional numeric gene expression 

data. 

 Recognize uniform clusters as well 

as embedded and intersected clus-

ter pattern. 

 Identify arbitrary shape cluster with 

varying size. 

 Unable to handle high dimensional data. 

 Sensitive to input parameter. 

Graph Based Ap-

proach 
 Able to identify intersected and 

embedded pattern. 

 Results are dependent upon proximity 

measure. 

 Result shown maybe in non-realistic. 
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